 \*\*\*\* SVM with linear kernel \*\*\*\*

/util/python/lib/python3.4/site-packages/sklearn/svm/base.py:472: DataConversionWarning: A column-vector y was passed when a 1d array was expected. Please change the shape of y to (n\_samples, ), for example using ravel().

  y\_ = column\_or\_1d(y, warn=True)

Accuracy of train data in SVM: 0.90052

Accuracy of validation data in SVM: 0.8953

Accuracy of test data in SVM: 0.8972

 \*\*\*\* Radial Bias SVM with gamma = 1 \*\*\*\*

/util/python/lib/python3.4/site-packages/sklearn/svm/base.py:472: DataConversionWarning: A column-vector y was passed when a 1d array was expected. Please change the shape of y to (n\_samples, ), for example using ravel().

  y\_ = column\_or\_1d(y, warn=True)

Accuracy of train data in SVM: 0.90154

Accuracy of validation data in SVM: 0.9

Accuracy of test data in SVM: 0.902

 \*\*\*\* Radial Bias SVM with Default Gamma setting \*\*\*\*

/util/python/lib/python3.4/site-packages/sklearn/svm/base.py:472: DataConversionWarning: A column-vector y was passed when a 1d array was expected. Please change the shape of y to (n\_samples, ), for example using ravel().

  y\_ = column\_or\_1d(y, warn=True)

Accuracy of train data in SVM: 0.89866

Accuracy of validation data in SVM: 0.8963

Accuracy of test data in SVM: 0.8978

 \*\*\*\* Radial Bias SVM with varying C values \*\*\*\*

/util/python/lib/python3.4/site-packages/sklearn/svm/base.py:472: DataConversionWarning: A column-vector y was passed when a 1d array was expected. Please change the shape of y to (n\_samples, ), for example using ravel().

  y\_ = column\_or\_1d(y, warn=True)

^[[A^[[BC value: 1

Accuracy of train data in SVM: 0.89866

Accuracy of validation data in SVM: 0.8963

Accuracy of test data in SVM: 0.8978

/util/python/lib/python3.4/site-packages/sklearn/svm/base.py:472: DataConversionWarning: A column-vector y was passed when a 1d array was expected. Please change the shape of y to (n\_samples, ), for example using ravel().

  y\_ = column\_or\_1d(y, warn=True)

C value: 10

Accuracy of train data in SVM: 0.90002

Accuracy of validation data in SVM: 0.8973

Accuracy of test data in SVM: 0.8988

/util/python/lib/python3.4/site-packages/sklearn/svm/base.py:472: DataConversionWarning: A column-vector y was passed when a 1d array was expected. Please change the shape of y to (n\_samples, ), for example using ravel().

  y\_ = column\_or\_1d(y, warn=True)

C value: 20

Accuracy of train data in SVM: 0.90048

Accuracy of validation data in SVM: 0.8973

Accuracy of test data in SVM: 0.899

/util/python/lib/python3.4/site-packages/sklearn/svm/base.py:472: DataConversionWarning: A column-vector y was passed when a 1d array was expected. Please change the shape of y to (n\_samples, ), for example using ravel().

  y\_ = column\_or\_1d(y, warn=True)

C value: 30

Accuracy of train data in SVM: 0.90082

Accuracy of validation data in SVM: 0.8972

Accuracy of test data in SVM: 0.8995

/util/python/lib/python3.4/site-packages/sklearn/svm/base.py:472: DataConversionWarning: A column-vector y was passed when a 1d array was expected. Please change the shape of y to (n\_samples, ), for example using ravel().

  y\_ = column\_or\_1d(y, warn=True)

C value: 40

Accuracy of train data in SVM: 0.90094

Accuracy of validation data in SVM: 0.8976

Accuracy of test data in SVM: 0.8996

\*\*\*\* SVM with linear kernel \*\*\*\*

 \*\*\*\* Radial Bias SVM with gamma = 1 \*\*\*\*

 \*\*\*\* Radial Bias SVM with Default Gamma setting \*\*\*\*

 \*\*\*\* Radial Bias SVM with varying C values \*\*\*\*

/util/python/lib/python3.4/site-packages/sklearn/svm/base.py:472: DataConversionWarning: A column-vector y was passed when a 1d array was expected. Please change the shape of y to (n\_samples, ), for example using ravel().

  y\_ = column\_or\_1d(y, warn=True)

C value: 50

Accuracy of train data in SVM: 0.90106

Accuracy of validation data in SVM: 0.8977

Accuracy of test data in SVM: 0.8995

/util/python/lib/python3.4/site-packages/sklearn/svm/base.py:472: DataConversionWarning: A column-vector y was passed when a 1d array was expected. Please change the shape of y to (n\_samples, ), for example using ravel().

  y\_ = column\_or\_1d(y, warn=True)

C value: 60

Accuracy of train data in SVM: 0.90122

Accuracy of validation data in SVM: 0.8978

Accuracy of test data in SVM: 0.8995

/util/python/lib/python3.4/site-packages/sklearn/svm/base.py:472: DataConversionWarning: A column-vector y was passed when a 1d array was expected. Please change the shape of y to (n\_samples, ), for example using ravel().

  y\_ = column\_or\_1d(y, warn=True)

C value: 70

Accuracy of train data in SVM: 0.9013

Accuracy of validation data in SVM: 0.8978

Accuracy of test data in SVM: 0.8995

/util/python/lib/python3.4/site-packages/sklearn/svm/base.py:472: DataConversionWarning: A column-vector y was passed when a 1d array was expected. Please change the shape of y to (n\_samples, ), for example using ravel().

  y\_ = column\_or\_1d(y, warn=True)

C value: 80

Accuracy of train data in SVM: 0.90136

Accuracy of validation data in SVM: 0.8979

Accuracy of test data in SVM: 0.8996

/util/python/lib/python3.4/site-packages/sklearn/svm/base.py:472: DataConversionWarning: A column-vector y was passed when a 1d array was expected. Please change the shape of y to (n\_samples, ), for example using ravel().

  y\_ = column\_or\_1d(y, warn=True)

C value: 90

Accuracy of train data in SVM: 0.9014

Accuracy of validation data in SVM: 0.8979

Accuracy of test data in SVM: 0.8995

/util/python/lib/python3.4/site-packages/sklearn/svm/base.py:472: DataConversionWarning: A column-vector y was passed when a 1d array was expected. Please change the shape of y to (n\_samples, ), for example using ravel().

  y\_ = column\_or\_1d(y, warn=True)

C value: 100

Accuracy of train data in SVM: 0.90144

Accuracy of validation data in SVM: 0.8976

Accuracy of test data in SVM: 0.8995

--------------Multimomial Logistic Regression-------------------
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-0.863242383994
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-0.863269886309
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 Training set Accuracy:71.856%

 Validation set Accuracy:73.37%

 Testing set Accuracy:73.95%

metallica {~/SVM and Logistic Regression} > packet\_write\_wait: Connection to 128.205.36.24 port 22: Broken pipe

Muthuvels-MBP:~ muthuvel$